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General methods for problem solving are objects of study in artificial
intelligence. This work describes subdefinite models as a framework for
solving constraint satisfaction problems. Such problems arise in many fields
of science and engineering. The use of the method of constraint propagation
in subdefinite models makes it possible to estimate the set of all solutions
of such a problem.
Foundations of subdefinite models are given in the paper. The notion of

subdefinite extension of a many-sorted model is proposed, and the types of
such extensions are discussed. Both denotational and operational seman-
tics of constraint propagation in subdefined models are defined and their
equivalence is proved.
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Универсальные методы решения задач изучаются в рамках научной
дисциплины “искусственный интеллект”. Настоящая работа посвящена
описанию недоопределенных моделей как аппарата для решения задач
удовлетворения ограничений. Такие задачи возникают во многих областях
науки и техники. Использование метода распространения ограничений
в недоопределенных моделях позволяет оценивать множество всех решений
такой задачи.
В статье даются обоснования недоопределенных моделей. Предлагается

понятие недоопределенного расширения многосортной модели, и обсуждаются
различные типы таких расширений. Определяются денотационная и
операционная семантики распространения ограничений в недоопределенных
моделях и доказывается их эквивалентность.
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1. INTRODUCTION

The constraint programming (CP) paradigm is one of the most fruitful
and commonly used in the present-day computer science [1–3]. This paper
is devoted to the description of subdefinite models apparatus as one of the
varieties of the CP approach.
Subdefiniteness allows us to use fruitfully all reliable data concerning

real-world objects, including uncertain, noisy, incomplete and imprecise
data. The notion of sudefiniteness was proposed by A.S. Narin’yani at
the beginning of the 1980s [4]. He has developed a formal apparatus which
extends the set theory and allows the representation of partially known
(subdefinite) sets as well as automatic solution of set-theoretic problems
incorporating subdefinite sets. This idea has been extended to a formal ap-
paratus of active data types, which allows us to build subdefinite extensions
of a wider class of objects, concepts, and events [5].
Given variables, their domains, and constraint formulae, one can define

the Constraint Satisfaction Problem (CSP) as a problem of finding values of
all variables in their domains (a solution) satisfying the constraint formulae.
Obviously, there exist algorithms to find solutions of a very small part of
such problems even for well known domains and constraints, and only a few
existing algorithms are effective. Finding of all solutions is a more difficult
task. Often one would like to get some estimation of a set of all solutions
of a given problem before starting the search for a solution (to reduce the
domains of variables) using some algorithm (in reduced domains). The
reduction of domains can be done by means of a constraint propagation
algorithm. The algorithm for finite domains and binary constraints has
been initially proposed in [1] and then has been generalized for integers [2,3],
reals [6,7] and mixed (finite, integer, real) computation domains [8–10].
This work describes the apparatus of subdefinite models and their appli-

cation to constraint satisfaction in arbitrary domains. We regard the CSP as
a first-order formula of a given many-sorted signature whose variables have
existentional quantification and all atoms are joined with conjunctions. So-
lutions of this CSP are witnesses of a realization of this formula in the given
many-sorted model of the same signature. The notion of a subdefinite ex-
tension of a domain, functions and predicates over it allows us to regard
a constraint propagation algorithm as a variety of methods of successive
approximation. Its denotational semantics can be expressed in terms of the
greatest fixed point of some mappings in subdefinite extensions of domains.
Operational semantics is defined in terms of an abstract machine with states
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and transition rules. The correctness and the equivalence of these semantics
are proved. Several types of subdefinite extensions are proposed and their
properties are explored.
The work is organized as follows. In Section 2, the basic notions of

many-sorted models are presented. A subdefinite extension of the models is
described in Section 3. Denotational semantics of constraint propagation in
subdefinite models (in terms of the greatest fixed point of the family of some
mappings) is defined in Section 4. Section 5 is devoted to the definition of
operational semantics of constraint propagation. In Section 6, we examine
the types of such subdefinite extensions. Finally, Section 7 concludes the
paper.

2. BASIC NOTIONS

A traditional problem of subdefinite models is to find all solutions of
an existential conjunction in a sorted model. These models completely
correspond to models from [11]. To describe denotational semantics of this
problem, we should specify a subdefinite extension of the corresponding
sorted model. We briefly redefine basic definitions of sorted models.
Definition 1. A many-sorted signature is a triple Σ = (S, F, P ) where
• S is a set of sorts (elements of S are names of different domains);
we denote the set of all chains of elements of S (including an empty
chain, λ) by S∗, i. e. S∗ = {λ} ∪ S ∪ S2 ∪ . . ., we also define
S+ = S∗ \ {λ};

• F is an (S∗×S)-indexed family of sets of operators (function symbols)
(i. e. F = {Fw,s | w ∈ S∗, s ∈ S}); Fλ,s is called a set of constants of
the sort s;

• P = {Pw | w ∈ S+} is a family of predicate symbols containing the
predicate symbol of equality, = ∈ Pss, for each sort s ∈ S.

Example 1. Consider the signature Σ1 = (S1, F 1, P 1). Let real ∈ S1,
{+, ∗} ⊆ F 1

real real, real, {=,≤} ⊆ P 1
real real.

Definition 2. For a many-sorted signature Σ = (S, F, P ), amany-sorted
Σ-model M is a first-order structure consisting of:

• a family of carriers sM for all s ∈ S (for w = s1 . . . sn we denote by
wM the Cartesian product sM

1 × . . .× sM
n ),

• a family of functions fM : wM → sM for all f ∈ Fw,s, if w = λ, then
fM ∈ sM ,

• a family of predicates pM ⊆ wM for all p ∈ Pw, the predicate of
equality =M⊆ (ss)M is {(a, a) | a ∈ sM} for all s ∈ S.
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Example 2. Consider Σ1-model R (the many-sorted signature Σ1 was
defined in Example 1), where realR is the set of all real numbers, +R is the
operation of real addition, ∗R is the real multiplication, =R is the equality,
and ≤R is the relation "less or equal than" between two real numbers.
Definition 3. Let Σ = (S, F, P ) be a many-sorted signature and X

be an S-sorted set (of variables) such that Xs′ ∩ Xs′′ = ∅ for s′ 
= s′′,
and Xs ∩ Fλ,s = ∅ for any s ∈ S. We define Σ(X)-terms as the smallest
S-indexed set TΣ(X), such that

• Xs and Fλ,s ⊆ TΣ(X)s for all s ∈ S;
• if f ∈ Fw,s and ti ∈ TΣ(X)si for w = s1 . . . sn ∈ S+, then the string
f(t1, . . . , tn) belongs to TΣ(X)s.

We define Σ(X)-atoms as expressions of the form p(t1, . . . , tn), where
ti ∈ TΣ(X)si , p ∈ Pw, w = s1 . . . sn ∈ S+.
Definition 4. Let Σ = (S, F, P ) be a many-sorted signature, X be an

S-sorted set of variables,M be a Σ-model. Any S-sorted function∗ v : X →
M is called an estimate (or valuation) of variables X in Σ-model M . An
extension of the estimate v to the set TΣ(X) is a function v∗ : TΣ(X) →M
defined as follows. For t ∈ TΣ(X)s, s ∈ S:

v∗s (t) =

⎧⎪⎪⎨
⎪⎪⎩

vs(x), if t ≡ x for any x ∈ Xs,
cM , if t ≡ c for any c ∈ Fλ,s,
fM (v∗s1

(t1), . . . , v∗sn
(tn)), if t ≡ f(t1, . . . , tn) for f ∈ Fw,s,

w = s1 . . . sn ∈ S+, ti ∈ TΣ(X)si .

Definition 5. Given a many-sorted signature Σ = (S, F, P ) and an
S-sorted set of variables X , we define a Σ(X)-existential conjunction (of
atoms) to be an existential formula of the form

(∃X) A1, . . . , An

where A1, . . . , An are Σ(X)-atoms. We say that a Σ-model M realizes
this conjunction (or that this conjunction is realized in M), if there ex-
ists an estimate v : X → M (called a witness), such that for each atom
p(t1, . . . , tk) ∈ {A1, . . . , An}

(v∗s1
(t1), . . . , v∗sk

(tk)) ∈ pM

∗An S-sorted function v : X → M is actually a family of mappings

v = {vs : Xs → sM |s ∈ S}.
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where p ∈ Pw, w = s1 . . . sk ∈ S+, and ti ∈ TΣ(X)si , i = 1, . . . , k.
We will only deal with conjunctions in a special form called constraint

satisfaction problem.
Definition 6. Given a many-sorted signature Σ = (S, F, P ) and an

S-sorted set of variables X , we define Σ(X)-constraint as a Σ(X)-atom
having one of the following forms:

• p(x1, . . . , xn), where p ∈ Pw, w = s1 . . . sn ∈ S+, xi ∈ Xsi for
i = 1, . . . , n, n > 0, and all the variables x1, . . . , xn are different;

• f(x1, . . . , xn) = y, where f ∈ Fw,s, w = s1 . . . sn ∈ S∗, s ∈ S, y ∈ Xs,
xi ∈ Xsi for i = 1, . . . , n, n ≥ 0, and all the variables x1, . . . , xn, y
are different.

A Σ(X)-constraint satisfaction problem, or CSP is a Σ(X)-existential con-
junction, all its atoms are constraints.
Proposition 1. Any Σ(X)-existential conjunction

(∃X) A1, . . . , Am (1)

can be transformed in finitely many steps into an equivalent Σ(X ∪ Y )-
constraint satisfaction problem†

(∃X ∪ Y ) B1, . . . , Bm+k (2)

where Y is an S-sorted set of variables which does not intersect X. The
stated equivalence has the following meaning: for any Σ-model M and a
witness v : X → M of the realization of (1) in M , there exists a witness
v′ : X ∪ Y →M of the realization of (2) in M , such that v′|X = v and, for
any witness u : X ∪ Y → M of the realization of (2) in M , the S-sorted
function u|X is a witness of the realization of (1).
Before proving the proposition, let us proceed with an example.
Example 3. Let X be an S1-sorted set of variables (S1 as defined

in Example 1), where x, y, z, w ∈ Xreal. Consider the following Σ1(X)-
conjunction:

(∃X) x ∗ y + z < w.

The equivalent Σ1(X ∪ Y )-constraint satisfaction problem is:

(∃X ∪ Y ) x ∗ y = t1, t1 + z = t2, t2 < w,

†The union of two S-sorted sets A and B is defined as follows:

A ∪ B = {As ∪ Bs | s ∈ S}.
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where t1, t2 ∈ Yreal. It is equivalent to the first one in the sense of Proposi-
tion 1.
Proof. The meaning of the transformation from (1) to (2) is the recur-

sive reduction of terms. If (1) has an atom p(t1, . . . , tn), then (2) has an
atom p(y1, . . . , yn) and all the atoms from the sets Eq(yi, ti) (i = 1, . . . , n),
where Eq(y, t) can be recursively defined as

Eq(y, x) = {y = x} for all s ∈ S, x ∈ Xs, y ∈ Ys,

Eq(y, c) = {y = c} for all c ∈ Fλ,s, s ∈ S, y ∈ Ys.

Eq(y, f(t1, . . . , tn)) = {Eq(y1, t1), . . . , Eq(yn, tn), f(y1, . . . , yn) = y}
for all f ∈ Fs1...sn,s, s1, . . . , sn, s ∈ S, y ∈ Ys,

where yi ∈ Ysi .

We assume that each variable from Y has a single occurence in the atoms
of (2). This recursive transformation can be performed in finitely many
steps and its result is a Σ(X ∪ Y )-existential conjunction (2). Consider
an arbitrary Σ-model M . Let v : X → M be a witness of (1) in M , and
v∗ : TΣ(X) → M be its extension to the set of Σ(X)-terms. If we have
added the atoms from Eq(y, t) for y ∈ Ys, t ∈ TΣ(X)s to (2), then we define
v′s(y) = v∗s(t). For any s ∈ S, x ∈ Xs, we define v′s(x) = vs(x). It is easy to
see that v′ is a witness of (2). Let now u : X ∪ Y →M be a witness of (2).
We can reverse our transformation (i. e. perform a transformation from (2)
to (1)) and see that u|X will be a witness of the realization of (1).

3. SUBDEFINITE EXTENSIONS

An estimate (see Definition 2) evaluates each variable with a single value
from the universe of its sort. A fruitful idea is the valuation of variables
with sets of values rather than single values. The theoretical framework
which allows such valuation is introduced in this section.
Definition 7. Let Σ = (S, F, P ) be a many-sorted signature, and M

be a Σ-model. A subdefinite extension (SD-extension) of a Σ-model M is a
Σ-model ∗M defined as follows:

• every carrier s∗M , s ∈ S, satisfies the following conditions:
– s

∗M is a finite set of subsets of sM ;
– ∅ ∈ s

∗M ;
– sM ∈ s

∗M ;
– if α1 ∈ s

∗M and α2 ∈ s
∗M , then α1 ∩ α2 ∈ s

∗M .
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The elements of sM will be called subdefinite values, or SD-values.
Let w = s1 . . . sn ∈ S+. We will also consider each element

α = (α1, . . . , αn) ∈ w
∗M

(remember that w
∗M = s

∗M
1 × . . .× s

∗M
n ) as the set

α = α1 × . . .× αn ⊆ wM .

The properties of subdefinite extension guarantee unique representa-
tion, or approximation of any subset ξ ⊆ wM (which will be denoted
by w

∗M [ξ] ∈ w
∗M ) in the SD-extension ∗M , namely:

w
∗M [ξ] =

⋂
ξ⊆α∈w∗M

α. (3)

Thus, the representation of the set ξ in w
∗M is the minimal element

of the w
∗M which contains ξ.

• the operations of the model ∗M are defined as follows. For f ∈ Fw,s,
where w = s1 . . . sn ∈ S∗, s ∈ S

f
∗M (α1, . . . , αn) = s

∗M [{fM (a1, . . . , an) | a1 ∈ α1, . . . , an ∈ αn}].
(4)

Note that f
∗M is a total function although fM can be partial.

• the predicates of the model ∗M are defined as follows. For p ∈ Pw ,
where w = s1 . . . sn ∈ S+, and α ∈ w

∗M

α ∈ p
∗M iff α = w

∗M [α ∩ pM ]. (5)

We also define predicates f
∗M ⊆ w

∗M ×s∗M for each f ∈ Fw,s, where
w = s1 . . . sn ∈ S+, s ∈ S as follows. Let fM ⊆ wM × sM be the
graph of the function fM : wM → sM :

fM = {(a1, . . . , an, an+1) ∈ wM × sM | fM (a1, . . . , an) = an+1}.

Then for α ∈ w
∗M × s

∗M

α ∈ f
∗M iff α = (ws)

∗M [α ∩ fM ].

From now, we will regard a Σ(X)-constraint f(x1, . . . , xn) = y as a
constraint f(x1, . . . , xn, y), i. e. we will use f as a predicate symbol.
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Note that the definition of the predicate of equality in an SD-extension
of a model is correct, i. e. the following proposition holds.
Proposition 2. Let Σ = (S, F, P ) be a many-sorted signature, ∗M be an

SD-extension of a Σ-model M , α1, α2 ∈ s
∗M , s ∈ S. Then α1 =

∗M α2 holds
iff α1 and α2 are the same set.
Proof. Let α1 =

∗M α2 holds. From (5) we have

α1 ⊆ s
∗M [{a1 ∈ sM | (∃a2 ∈ α2) a1 =M a2}] = s

∗M [α2] = α2

(the last is true since α2 ∈ s
∗M ), and

α2 ⊆ s
∗M [{a2 ∈ sM | (∃a1 ∈ α1) a1 =M a2}] = s

∗M [α1] = α1,

i. e. α1 = α2 as subsets of sM . Conversely, let α1 = α2. Then

α1 ⊆ α2 = s
∗M [{a1 ∈ sM | (∃a2 ∈ α2) a1 =M a2}],

and
α2 ⊆ α1 = s

∗M [{a2 ∈ sM | (∃a1 ∈ α1) a1 =M a2}],
i. e. α1 =

∗M α2 holds.
The reason for such defininition of an SD-extension is the following.

The functions and the predicates over sets are approximations of ones over
single values. The result of an SD-extension of a function on some sets is
defined as the approximation of the set of all results of a function obtained
on combinations of single values from these sets. An SD-extension of a
predicate holds on some sets iff these sets are SD-consistent w.r.t. this
predicate in M . The notion of consistency was firstly proposed in [1] in the
following sense (we rewrite the definition of consistency in our terms).
Definition 8. Let Σ = (S, F, P ) be a many-sorted signature, M be a

Σ-model, and p ∈ Ps1...sn for s1, . . . , sn ∈ S. Any sets of values

ξ1 ⊆ sM
1 , . . . , ξn ⊆ sM

n

(of arguments of a predicate pM ) are consistent w.r.t. pM iff for all
i = 1, . . . , n and ai ∈ ξi there exist

a1 ∈ ξ1, . . . , ai−1 ∈ ξi−1, ai+1 ∈ ξi+1, . . . , an ∈ ξn

such that (a1, . . . , an) ∈ pM .
We extend the notion of consistency to SD-consistency as follows.
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Definition 9. Let Σ = (S, F, P ) be a many-sorted signature, ∗M be
an SD-extension of a Σ-model M , and p ∈ Ps1...sn for s1, . . . , sn ∈ S. Any
SD-values

α1 ∈ s
∗M
1 , . . . , αn ∈ s

∗M
n

are SD-consistent w.r.t. pM iff they are approximations of a consistent sets,
i. e. there exist

ξ1 ⊆ sM
1 , . . . , ξn ⊆ sM

n

such that ξ1, . . . , ξn are consistent w.r.t. pM , and s
∗M
i [ξi] = αi for

i = 1, . . . , n.
We want to prove that a predicate holds in an SD-extension of a model

iff their arguments are SD-consistent. Let us begin with the following
Proposition 3. Let Σ = (S, F, P ) be a many-sorted signature, M be

a Σ-model, ∗M be its SD-extension, w = s1 . . . sn ∈ S+, ξ ⊆ wM . For
i = 1, . . . , n define πi(ξ) as i-th projection of ξ, i. e.

πi(ξ) = {ai ∈ sM
i | (∀k 
= i)(∃ak ∈ sM

k ) (a1, . . . , an) ∈ ξ}.
Then the following assertion holds:

w
∗M [ξ] = s

∗M
1 [π1(ξ)] × . . .× s

∗M
n [πn(ξ)].

Proof. Let α ∈ w
∗M . Remember that α = (α1, . . . , αn) = α1 × . . . × αn

with αi ∈ s
∗M
i for i = 1, . . . , n. Let us prove that

ξ ⊆ α iff π1(ξ) × . . .× πn(ξ) ⊆ α.

The second assertion is a consequence of the first one since the projection is
a monotone mapping (w.r.t. relation ⊆ over sets) and π1(α)× . . .×πn(α) =
= α1 × . . .× αn = α. Let the second assertion holds. Since

ξ ⊆ π1(ξ) × . . .× πn(ξ),

we have ξ ⊆ α.
Consequently,

w
∗M [ξ] =

⋂
ξ⊆α∈w∗M

α =
⋂

π1(ξ)×...×πn(ξ)⊆α1×...×αn∈w∗M

α1 × . . .× αn =

=

⎛
⎝ ⋂

π1(ξ)⊆α1∈s
∗M
1

α1

⎞
⎠ × . . .×

⎛
⎝ ⋂

πn(ξ)⊆αn∈s∗M
n

αn

⎞
⎠ =
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= s
∗M
1 [π1(ξ)] × . . .× s

∗M
n [πn(ξ)].

The following proposition is a reformulation of an SD-extension of a
predicate.
Proposition 4. Let Σ = (S, F, P ) be a many-sorted signature, M be a

Σ-model, ∗M be an SD-extension of M , p ∈ Pw for w = s1 . . . sn ∈ S+,
αi ∈ s

∗M
i , i = 1, . . . , n. The following assertions are equivalent:
• α1, . . . , αn are SD-consistent w.r.t. pM ,
• (α1, . . . , αn) ∈ p

∗M .
Proof. Let the first assertion hold. Then there exist ξ1 ⊆ sM

1 , . . . , ξn ⊆ sM
n

which are consistent w.r.t. pM , i. e. for all i = 1, . . . , n, ai ∈ ξi and k 
= i
there exists ak ∈ ξk such that (a1, . . . , an) ∈ pM . We can rewrite this
proposition as follows: for any i = 1, . . . , n

ξi = πi(ξ1 × . . .× ξn ∩ pM ),

Since πi(. . .) and s
∗M
i [. . .] are monotone (w.r.t. relation ⊆) mappings and

ξi ⊆ αi for i = 1, . . . , n, the following inclusions hold.

αi = s
∗M
i [ξi] = s

∗M
i [πi(ξ1 × . . .× ξn ∩ pM )] ⊆

⊆ s
∗M
i [πi(α1 × . . .× αn ∩ pM )] ⊆

⊆ s
∗M
i [πi(α1 × . . .× αn)] = s

∗M
i [αi] = αi,

i. e. for i = 1, . . . , n

αi = s
∗M
i [πi(α1 × . . .× αn ∩ pM )].

We can rewrite it (see Proposition 3) as follows:

α = w
∗M [α ∩ pM ],

for α = (α1, . . . , αn) = α1 × . . .× αn.
Let the second assertion hold. Define ξ1 ⊆ sM

1 , . . . , ξn ⊆ sM
n as follows:

ξi = πi(α1 × . . .× αn ∩ pM ), i = 1, . . . , n.

Obviously (see Proposition 3), s
∗M
i [ξi] = αi for i = 1, . . . , n. We have

α1 × . . .× αn ∩ pM ⊆ ξ1 × . . .× ξn ⊆ α1 × . . .× αn,
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therefore
ξ1 × . . .× ξn ∩ pM = α1 × . . .× αn ∩ pM ,

i. e. for i = 1, . . . , n

ξi = πi(ξ1 × . . .× ξn ∩ pM ).

This means that

(∀i = 1, . . . , n)(∀ai ∈ ξi)(∀k 
= i)(∃ak ∈ ξk) (a1, . . . , an) ∈ pM .

Example 4. Consider the SD-extension IR of Σ1-model R (Σ1 as
defined in Example 1, and R as defined in Example 2). Let R0 be a finite
subset of the set of all real numbers with two additional elements: −∞ and
+∞. An R0-bounded interval is a set

x = [x,x] = {x ∈ realR | x ≤ x ≤ x},
where x,x ∈ R0. The set of all R0-bounded intervals is finite and closed
under intersection:

x ∩ y = [max(x,y),min(x,y)].

It is easy to see that realR = [−∞,+∞], and ∅ = [x, y] for any x > y. Let
realIR be the set of all R0-bounded intervals (this set satisfies all properties
of a definition of an SD-extension). For any real x we define x+ and x− ∈ R0

as follows:

x+ = inf{y ∈ R0 | x ≤ y},
x− = sup{y ∈ R0 | y ≤ x}.

Let R ⊆ realR, then realIR[R] = [(inf R)−, (supR)+]. Consider the func-
tions +IR, ∗IR : real realIR → realIR. We have (see (4))

x +IR y = [(x +R y)−, (x +R y)+],

x ∗IR y = [min((x ∗R y)−, (x ∗R y)−, (x ∗R y)−, (x ∗R y)−),

max((x ∗R y)+, (x ∗R y)+, (x ∗R y)+, (x ∗R y)+)].

The predicates are defined as follows (see (5)):

x =IR y iff x =R y and x =R y,

x ≤IR y iff x ≤R y and x ≤R y.
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The definitions of +IR
i , ∗IRi , =IR

i , and ≤IR
i (i = 1, 2) are left to a reader.

Estimates of variables in a subdefinite extension of a model have some
remarkable properties. We discuss them in the following
Definition 10. Given a many-sorted signature Σ = (S, F, P ), a Σ-mo-

del M , its SD-extension, a Σ-model ∗M , and an S-sorted set of variables
X , an estimate of variables of X in ∗M is called a subdefinite estimate (an
SD-estimate).
It is easy to see that the set of SD-estimates X → ∗M is a partially

ordered set (X → ∗M,⊆) with φ ⊆ ψ iff φs(x) ⊆ ψs(x) for any s ∈ S,
x ∈ Xs. If φ ⊆ ψ and ψ ⊆ φ, then φ = ψ. Obviously, the greatest element of
the set of all estimates is λ : X → ∗M , such that λs(x) = sM for all s ∈ S,
x ∈ Xs.
For v : X → M and φ : X → ∗M we will write v ∈ φ iff vs(x) ∈ φs(x)

for all s ∈ S, x ∈ Xs. Also, for φ, ψ : X → ∗M , we define φ ∩ ψ : X → ∗M
as (φ ∩ ψ)s(x) = φs(x) ∩ ψs(x) for all s ∈ S, x ∈ Xs.
We will apply the notion of SD-consistency to an SD-estimate. Let C

be a Σ(X)-constraint in form p(x1, . . . , xn) (where p ∈ Ps1...sn , xi ∈ Xsi

for i = 1, . . . , n). An SD-estimate φ : X → ∗M is SD-consistent w.r.t. C
iff the SD-values φs1(x1), . . . , φsn(xn) are consistent w.r.t. pM , i. e. (see
Proposition 4)

(φs1 (x1), . . . , φsn(xn)) ∈ p
∗M .

4. DENOTATIONAL SEMANTICS OF CONSTRAINT
PROPAGATION

In the sequel, we suppose a many-sorted signature Σ = (S, F, P ), a
Σ(X)-constraint satisfaction problem (2), a Σ-model M and its SD-exten-
sion, a Σ-model ∗M to be given. Let us denote) by C the set of all atoms
(constraints) of (2.
A fundamental notion of constraint propagation in subdefinite models

is a notion of interpretation, or filtering of a constraint. The interpretation
of a constraint is a mapping on the set of SD-estimates X → ∗M . The
purpose of such a mapping is the filtering of those values of SD-estimate
of variables which are SD-consistent with the constraint. We regard an
SD-estimate of variables as a set of possible witnesses of the realization
of constraint satisfaction problem (2) in M . If SD-estimate contains some
estimates which are not witnesses of CSP, we try to exclude them from the
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SD-estimate by filtering of each constraint of CSP. The process of filterings
(which is called constraint propagation and will be discussed below) is very
similar to that of achieving local consistency proposed in [1]. The result of
the process is an SD-estimate, which is SD-consistent with each constraint
of CSP. In this section we define the result of the process in terms of the
greatest fixed point of such filterings, i. e. we define denotational semantics
of constraint propagation.
Definition 11. Given a Σ(X)-constraint C, we define a mapping

IC : (X → ∗M) → (X → ∗M)

(which will be called an interpretation, or filtering of C) as follows. For an
SD-estimate φ : X → ∗M

IC(φ) = ψ,

where
1. ψ ⊆ φ,
2. ψ is SD-consistent w.r.t. C,
3. ψ is the maximal SD-estimate from those satisfying the properties 1
and 2.

Proposition 5. The above definition is correct, i. e. IC(φ) is defined for
any φ : X → ∗M .
Proof. Let C ≡ p(x1, . . . , xn) for p ∈ Pw, w = s1 . . . sn ∈ S+. Consider ψ
defined as follows:

ψs(x) = φs(x) for all x ∈ Xs \ {x1, . . . , xn}, s ∈ S,

ψsi(xi) = s
∗M
i [πi(φs1 (x1) × . . .× φsn(xn) ∩ pM )], i = 1, . . . , n.

To simplify notations, define

α = (φs1(x1), . . . , φsn(xn)),
β = (ψs1(x1), . . . , ψsn(xn)).

We have β = w
∗M [α ∩ pM ] (see Proposition 3). Since α ∩ pM ⊆ α and

w
∗M [. . .] is monotone w.r.t. set inclusion, β = w

∗M [α ∩ pM ] ⊆ w
∗M [α] = α.

Therefore, ψ ⊆ φ.
We have α ∩ pM ⊆ w

∗M [α ∩ pM ] = β ⊆ α. Therefore, α ∩ pM = β ∩ pM ,
and w

∗M [β∩pM ] = w
∗M [α∩pM ] = β, i. e. β is SD-consistent w.r.t. pM (see

Proposition 4). We have just proved that ψ is SD-consistent w.r.t. C.
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Let θ ⊆ φ be an SD-consistent estimate. Define γi = θsi(xi) (for
i = 1, . . . , n), and γ = (γ1, . . . , γn). We have γ ⊆ α, therefore

γ = w
∗M [γ ∩ pM ] ⊆ w

∗M [α ∩ pM ] = β.

Since θs(x) ⊆ φs(x) holds for all s ∈ S and x ∈ Xs \ {x1, . . . , xn}, we can
finally say that θ ⊆ ψ.
The following proposition states the remarkable properties of a filtering.
Proposition 6. Each filtering IC : (X → ∗M) → (X → ∗M) for C ∈ C

satisfies the following conditions for all φ, ψ : X → ∗M :
1. correctness: if v : X →M is a witness of (2) in M and vs(x) ∈ φs(x)

for all s ∈ S, x ∈ Xs then vs(x) ∈ IC(φ)s(x),
2. contractance: IC(φ) ⊆ φ,
3. monotonicity: if φ ⊆ ψ then IC(φ) ⊆ IC(ψ),
4. idempotency: IC(IC(φ)) = IC(φ).

Proof. Let C ≡ p(x1, . . . , xn) for p ∈ Pw, w = s1 . . . sn ∈ S+. Let
a = (vs1(x1), . . . , vsn(xn)), α = (φs1(x1), . . . , φsn(xn)). We have a ∈ pM

and a ∈ α, consequently,

a ∈ α ∩ pM ⊆ w
∗M [α ∩ pM ] = (IC(φ)s1 (x1), . . . , IC(φ)sn(xn)).

Therefore, v ∈ IC(φ).
The mapping IC(. . .) is monotone since the mappings . . . ∩ pM and

w
∗M [. . .] are monotone.
The properties of contractance and idempotency are simple consequences

of Definition 4.
The main result of this section is the following
Proposition 7. The following assertions are true:
1. There exists the maximal estimate φ∗, which is SD-consistent w.r.t.

each C ∈ C.
2. If v : X → M is a witness of the realization of CSP (2) in M , then
v ∈ φ∗.

Proof.
1. It is easy to see that an SD-estimate φ is SD-consistent w.r.t. a
constraint C iff IC(φ) = φ, i. e. φ is a fixed point of the mapping IC .
Therefore, φ∗ (if it does exist) should be the maximal (the greatest)
common fixed point of the system of mappings I = {IC | C ∈ C}.
We will prove the existence of this fixed point. Let us consider a
mapping I = IC1 ◦ . . . ◦ ICn (where {C1, . . . , Cn} = C). Since each
filtering is a contractive mapping, we have λ ⊇ I(λ) ⊇ I2(λ) ⊇ . . .
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(recall that λ is the greatest element of the set of all estimates).
Since all the carriers of Σ-model ∗M are finite sets, then the set of
all estimates of variables from X in ∗M is finite, too. Therefore,
there exists N > 0 such that IN (λ) = IN+1(λ). Let φ∗ = IN (λ).
Obviously, φ∗ is a common fixed point of I. Let φ be a common
fixed point of I. We have φ ⊆ λ and φ = IN (φ) ⊆ IN (λ) = φ∗ (since
each filtering is a monotone mapping, see Proposition 6), i. e. φ∗ is
the greatest common fixed point of I.

2. For each witness v : X → M of the realization of CSP (2) in M we
have v ∈ λ. Since all filterings are correct (see Proposition 6), we
have v ∈ φ∗.

The SD-estimate φ∗ defined in the last proposition is a result of con-
straint propagation in subdefinite models. It defines denotational semantics
of the process. Proposition 7 suggests a method for computation of φ∗
(which is a kind of the method of successive approximations), but it is not
effective. Now we consider a better computation algorithm.

5. OPERATIONAL SEMANTICS

In this section we consider operational semantics of constraint propa-
gation in subdefinite models. The process will be described in terms of
states and transition rules of abstract machine, then we will prove its ter-
mination and correctness (equivalence of both denotational and operational
semantics). Informally, a state is an SD-estimate of variables with a set of
active constraints. We regard an SD-estimate as information about single
(precise) values of variables of CSP, i. e. information about all witnesses of
the realization of CSP in a model M . Going from state to state, we try to
get more information about the witnesses of CSP (to make an SD-estimate
more definite). The transitions between states are performed by filterings
of active constraints. Intitially, all constraints of CSP are active. After
filtering of constraint, it is passive, but all constraints containing variables
which have changed their SD-values during the filtering will be placed in
the set of active ones. The process is terminated when there are no active
constraints. Let us consider these notions formally.
Definition 12. Let Σ = (S, F, P ) be a many-sorted signature, X be

an S-sorted set of variables, C be a set of Σ(X)-constraints defining some
constraint satisfaction problem, and ∗M be an SD-extention of a Σ-model
M . We define an engine for computing the greatest estimate of variables X
in ∗M , which is SD-consistent w.r.t. C, as an abstract machine with states
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and transition rules.
A state is a pair (φ,Q), where φ is an estimate of variables X in ∗M

and Q ⊆ C. We define transitions from a state to a state by means of the
binary relation � over the set of all states S = (X → ∗M)×P(C) as follows:
(φ,Q) � (ψ,R) iff

• Q 
= ∅,
• ψ = IC(φ) for some C ∈ Q,
• R = Q \ {C} ∪ {C′ ∈ C | (∃x ∈ varss(C′)) φs(x) 
= ψs(x)}, where
vars(C) is an S-sorted set of variables of a constraint C.

A state (λ, C), where λs(x) = sM for all s ∈ S, x ∈ Xs will be called an
initial state, any state (φ, ∅) will be called a final state. We will also write
(φ,Q) �n (ψ,R), iff there exists a sequence of states (φ0, Q0), . . . (φn, Qn)
such that (φ,Q) = (φ0, Q0) � . . . � (φn, Qn) = (ψ,R). We will write
(φ,Q) �∗ (ψ,R), iff there exists n ≥ 0 such that (φ,Q) �n (ψ,R).
At the beginning, the machine is at the state (λ, C). At each state

(φ,Q), the machine performs a nondeterministic choice of C ∈ Q and makes
a transition to the state (IC(φ), R) (R is defined above). If Q = ∅, the
machine stops.
The following assertion states the link between operational and denota-

tional semantics of constraint propagation in subdefinite models.
Proposition 8. In the terms defined above, the following assertions are

true:
1. There exists N > 0 such that if (λ, C) �N (φ,R), then (φ,R) is the

final state, i. e. R = ∅.
2. If (λ, C) �∗ (φ, ∅), then φ is the greatest estimate of variables X in

∗M , which is SD-consistent w.r.t. C, i. e. φ = φ∗.
Proof. If (φ,Q) � (ψ,R), then ψ ⊆ φ and if ψ = φ, then #R = #Q − 1
(since no variable has changed a value). Consider a sequence

(λ, C) = (φ0, Q0) � (φ1, Q1) � . . . � (φn, Qn) � . . . .
We have φ0 ⊇ φ1 ⊇ . . . ⊇ φn ⊇ . . .. If φi = φj for j > i, then #Qj =
= #Qi − (j − i). If Qj 
= ∅, then j − i < #Qi ≤ #C. And the longest
sequence λ = φ0 > φi1 > φi2 > . . . > φiL = µ (where µs(x) = ∅ for
all s ∈ S, x ∈ Xs) has the length L =

∑
s∈S

∑
x∈Xs

l(s
∗M ), where l(s

∗M )
is the length of the maximal decreasing sequence of elements from s

∗M :
sM = α0 ⊃ α1 ⊃ . . . ⊃ αl(s∗M ) = set. Is is obvious that l(s

∗M ) ≤ #s
∗M .‡

‡The estimation #s
∗M is very rough for l(s

∗M ), and we can define it more presicely
for SD-extensions discussed in the following section.
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Therefore there exists N > 0 such that if (λ, C) �N (φ,R), then R = ∅.
Moreover, we can estimate N as follows: N ≤ #C ×∑

s∈S

∑
x∈Xs

l(s
∗M ) ≤

≤ #C × ∑
s∈S

∑
x∈Xs

#s
∗M .

To prove the second assertion of the proposition, we note that if (λ, C) �∗

�∗ (φ,Q), then IC(φ) = φ for all C ∈ C \ Q (it can be easily proved
by induction over the length of the chain of transitions). Therefore, if
(λ, C) �∗ (φ, ∅), then φ is a fixed point of all IC (C ∈ C). Since each of IC
is a monotone mapping, then φ is the greatest fixed point (proposition 7),
i. e. φ = φ∗.
In the programming technology based on SD-models, one uses some

strategies to perform a choice at each state. One of the strategies is to
assign a (static or dynamic) priority to each constraint C ∈ C and to choose
a constraint with maximal priority from Q at state (φ,Q). Asynchronous
parallel processing of such transitions is normally used, but these aspects of
SD-models are out of the focus of this paper.
And now we can define the notion of a subdefinite model which we have

used above informally.
Definition 13. A subdefinite model (or briefly, SD-model) is a tuple

P = (Σ, X,Φ,M, ∗M,A),

where
• Σ = (S, F, P ) is a many-sorted signature,
• X is an S-sorted set of variables,
• C is a Σ(X)-constraint satisfaction problem,
• M is a Σ-model,
• ∗M is its SD-extension, and
• A is an abstract machine which computes the greatest SD-consistent
w.r.t. C estimate of variables X in ∗M , containing all witnesses of
the realization of C in M .

We conclude this section with the following simple example of a subdef-
inite model.
Example 5. Consider the signature Σ1 defined in Example 1, and the

following Σ1-existential conjunction:

(∃x, y ∈ real) x+y = 6, 2∗x = y, −100 ≤ x, x ≤ 100, −100 ≤ y, y ≤ 100,

which can be transformed (see Proposition 1) into the following CSP:

(∃x, y, t1, t2, t3, t4, t5, t6 ∈ real) x+ y = t1, t2 ∗ x = y, 6 = t1, 2 = t2
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−100 = t3, 100 = t4, t3 ≤ x, x ≤ t4,

t5 ≤ y, y ≤ t6, −100 = t5, 100 = t6

Let us try to find all witnesses of the realization of this CSP in the Σ1-model
R defined in Example 2. Let R0 be the finite set of rational numbers with
−∞ and +∞:

R0 = {−∞,−100,−99.9,−99.8 . . . , 99.9, 100,+∞}.

Consider SD-extension IR of R by R0-bounded intervals discussed in Ex-
ample 4. The filterings of constraints Ix+y=t1 , It2∗x=y, I6=t1 , I2=t2 , It3≤x,
Ix≤t4 , It5≤y, Iy≤t6 , I−100=t3 , I100=t4 , I−100=t5 and I100=t6 are defined via
operations over subdefinite universes which have been discussed in Exam-
ple 4. The result of constraint propagation (which terminates in 79 steps)
is the following:

x = [1.9, 2.1],
y = [3.9, 4.1],
t1 = [6, 6],
t2 = [2, 2],
t3 = [−100,−100],
t4 = [100, 100],
t5 = [−100,−100],
t6 = [100, 100].

This SD-estimate contains a single witness of the realization of this CSP in
M :

x = 2, y = 4.

6. TYPES OF SD-EXTENSIONS

It should be noted that every model can have several possible SD-
extensions that differ in their inference/computation power as well as in the
computer resources they require. Let us consider some versions of such the
extensions which have been successfully used in the mathematical problem
solver UniCalc [12], the intelligent solver of arithmetic puzzles ARBOOZ [8],
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the system for calendar scheduling Time-Ex [13], and the technological pro-
gramming environment NeMo-TeC [5]. To simplify the notation, let us
denote the set of values Ms of the sort s in the modelM by U , and call this
set a universe. We suppose that U0 is a finite subset of U . The class of all
possible SD-extensions of the universe U will be denoted by SD(U).
1) The simplest SD-extension of the universe U is the SD-extension

Single which has the following form:

USingle = {∅} ∪ {U} ∪ {{x}|x ∈ U0}.

It is clear that USingle conforms to the definition of an SD-extension; it
is obtained by adding two special elements, undefined (U) and contradiction
(∅), to the set U0.
2) The maximal SD-extension of U , which we denote by UEnum, is the

set containing U and all subsets of U0, that is:

UEnum = P(U0) ∪ {U}.

In the case when U is a lattice (a set with two associative and commu-
tative operations ∨ and ∧ satisfying the absorption law and the idempotent
law), it is possible to define such types of SD-extensions of U as intervals and
multi-intervals. Let U0 be a finite sublattice of U , −∞ and +∞ be minimal
and maximal elements of U , respectively (if they do not exist in U , we add
them to U with ∀x ∈ U ∪ {−∞,+∞} x ∧ −∞ = −∞, x ∨ +∞ = +∞).
3) the SD-extension by intervals:

U Interval = {[x, x] | x, x ∈ U0 ∪ {−∞,+∞}}.

Here [x, x] = {x ∈ U | x ∧ x = x and x ∨ x = x}, x is called a lower
bound of the interval, and x is an upper one. It is obvious that

[x, x] ∩ [y, y] = [x ∨ y, x ∧ y].

Here, the empty set is represented by an interval [x, x], where x ∨ x 
= x.
The entire universe U is represented by the interval [−∞,+∞], and the
single element by {x} = [x, x].
4) the SD-extension by multi-intervals:

UMulti = {ξ | ξ = ∪ξi, ξi ∈ U Interval, i = 1, 2, . . .}.
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Each multi-interval is a finite set of intervals. It is obvious that ∅, U ,
and {x} are represented exactly as in the case of intervals, and

α ∩ β = {αi ∩ βi|i = 1, 2, . . . , j = 1, 2, . . .}.
We have discussed the interval extension of the set of all real numbers

in Example 4. (The notion of the interval extension is well-known, see [14].)
Let us consider another application of intervals.
Example 6. Let V = P(U) for some universe U , i. e. elements of

V are subsets of U . It is obvious that V is a lattice with x ∧ y = x ∩ y,
x ∨ y = x ∪ y. Let V0 = P(U0), where U0 is a finite subset of U, −∞ = ∅,
+∞ = U . Then V Interval is an SD-extension of the universe P(U).
These sets have been firstly proposed in [4], where they are called sub-

definite sets. Consider semantics of an interval [x, x], where x, x ⊆ U . The
elements of x must belong to the set represented by the interval, the ele-
ments of x may belong to the set.
Consider the following function computing the cardinal number of a set:

# : V → N . Its SD-extension ## : V Interval → N Interval is defined as
follows: ##[x, x] = [#x,#x].
The common properties of intervals in Boolean algebra have been con-

sidered in [15], where another examples of interval set operations can be
also found.
5) Structural SD-extension. Consider now a universe defined as the

Cartesian product of several sets: U = U1 × · · · × Un. We can apply the
SD-extensions USingle and UEnum to U . Moreover, if each of Ui is a lattice,
then U is a lattice, too (as the Cartesian product of lattices), and so we can
apply the SD-extensions U Interval and UMulti to U as well. However, one
extra SD-extension of U can be proposed.
Let ∗Ui ∈ SD(Ui), i = 1, . . . , n. Then the system ∗U1×· · ·× ∗Un will sat-

isfy the properties of the subdefinite extension, too, that is, ∗U1×· · ·×∗Un ∈
∈ SD(U1×· · ·×Un). The following question is of interest: if the form of the
SD-extension, applicable to both Ui and U , is fixed, then what will be the
relationship between the set systems ∗(U1 × · · · × Un) and ∗U1 × · · · × ∗Un

? Consider these extensions for each type of the SD-extensions discussed
above:

U1 × · · · × Un)Single ⊆ USingle
1 × · · · × USingle

n ,

(U1 × · · · × Un)Enum ⊇ UEnum
1 × · · · × UEnum

n ,

(U1 × · · · × Un)Interval = U Interval
1 × · · · × U Interval

n ,
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(U1 × · · · × Un)Multi ⊇ UMulti
1 × · · · × UMulti

n .

Thus we see that the choice of the SD-extension in the form ∗(U1 × · · · × Un)
or ∗U1×· · ·×∗Un is not important only for intervals. Note that in the case of
enumerations (Enum) and multi-intervals, the choice of a “richer”represen-
tation (in the form ∗(U1 × · · · × Un)) considerably increases the resources
necessary to store these subdefinite expressions.

7. CONCLUSION

A framework for solving constraint satisfaction problem, namely, a sub-
definite model apparatus, is presented in this paper. This approach takes
into account some partially known information about values of objects.
Like other constraint propagation techniques, SD-models are based on

local computations; however, computations on all SD-models are performed
by a single data-flow algorithm which does not depend on the type of the
original problem. Generality of the approach, which is the basis of SD-
models, makes it possible to use them for the solution of problems which
are traditionally placed in different classes. For example, the apparatus
of SD-models can be applied to numerical problems (systems of linear and
nonlinear equations, or inequalities over integer and real variables), to logical
and combinatorial problems, to problems on sets, etc. The most remarkable
fact is that all these problems can be solved simultaneously within a single
SD-model.
Several programming systems based on the technology of the SD-models

have been implemented. The NeMo+ object-oriented technological environ-
ment [16] is the most general of them.
The investigation of the subdefiniteness and the use of the SD-models

in constraint programming is in progress. In particular, our objectives for
the nearest future are further development of the methods of representating
the SD-extensions with the corresponding modification of the computation
process and extension of the notion of subdefinite models to object-oriented
subdefinite models.
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